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Abstract—In this paper we examine issues of trust and reputation in Mobile Ad hoc Networks. We look at a number of the trust and reputation models that have been proposed and we highlight open problems in this area.

I. INTRODUCTION

A Mobile Ad hoc NETwork (MANET), as described by the Internet Engineering Task Force (IETF) MANET working group, is a (temporary or permanent) autonomous network comprised of free roaming nodes (wireless communication devices) [21]. Nodes within these networks are typically ascribed the following characteristics: nodes move arbitrarily resulting in a dynamic network topology; communication links between nodes may be bandwidth-constrained; messages are typically routed in a multi-hop fashion; nodes may be powered by an exhaustible energy source and nodes may have limited physical security [21]. In addition to this, dedicated infrastructure elements within a MANET may be not present, ephemerally available, or need to be built from the ground up.

MANETs are attractive in military and emergency response settings as they may form dynamically in response to some immediate operational requirement. However, with this immediacy comes the problem that pre-established agreements dictating the terms in which nodes will collaborate may not be fully specified. It has been suggested that trust can play a role in mitigating this issue by helping to address node uncertainty [39]. Trust has also been proposed as a means of aiding service selection in the presence of multiple competing offers, enforcing node cooperation, assuring worries over the leakage of sensitive information (such as personally identifiable information) and in establishing node identity [16].

Unfortunately, trust as a concept, whilst intuitively simple, is notoriously difficult to specify, particularly in terms of computer networks. One of the principle problems with trust is the variety of meanings that have come to be associated with it [51]. For example, in [37], Jøsang defines trust as a belief that one entity holds about another entity, based on past experiences, knowledge of entity behaviour and/or recommendations from trusted entities. McKnight and Chervany define trust as the situation where one is willing to depend, or intends to depend, on another party with a feeling of relative security, in spite of lack of control over that party, and even though negative consequences may arise [50]. However, both these definitions predominate on aspects of human-mediated trust relations, it is not immediately obvious how such a definition translates to autonomous computer networks. Compounding this issue are the problems with the related concepts of trusted and trustworthy which are often used, but rarely clearly defined. In the context of distributed systems, Anderson in [4] defines a trusted component as one whose failure can break the security policy of the system, while a trustworthy component is one that won’t fail. This differs to the prevailing usage of these terms in the MANET literature in which a trusted node is one in which sufficient trust has been established, while a trustworthy node is one that will behave as expected [16].

This notion of behaviour, and in particular the detection and mitigation of undesirable behaviour, has received much attention in recent years [5], [16], [20]. The goal of this work has been to either prevent undesirable behaviour, or react to it when it occurs. In the main, undesirable behaviour has been categorised as either selfish, malicious or Byzantine.

A node is considered selfish if it endeavors to protect its resources above all else, possibly to the detriment of network connectivity. A node’s utility to the network is affected by its willingness to honestly participate in the
correct functioning of the network’s protocols. However, given the cost associated with both the reception and forwarding of packets in MANETs and the limited battery capacity of nodes, conforming to network protocols may be at odds with the best interests of a node. A selfish node’s strategy is to attempt to consume the resources of others whilst limiting its own resource expenditure. By contrast, a node is considered malicious if it tries to do harm to other nodes in the network [16]. Malicious behaviour tends to have a specific interpretation and is typically associated with a node preforming a particular attack, as we shall see in Section III. Byzantine behavior occurs when a node deviates arbitrarily from its protocols, by selectively displaying good, selfish or malicious behaviour.

Whilst proposed definitions such as these allow us to neatly categorise node (mis)behaviour, in reality detecting and distinguishing between selfish, malicious and Byzantine nodes is an exceedingly difficult task. Compounding this problem is that nodes that are simply overloaded or misconfigured may be incorrectly labeled as selfish or malicious. As we will see in Section II, the detection of undesirable behaviour is largely dependent on what a node can physically observe and to a lesser extent on what a node has been told indirectly by one of its neighbours. In this paper we will look at trust, and in particular reputation models, that have been proposed in the literature. We examine the operation of a number of protocols and highlight a number of areas for future research.

This paper is laid out as follows. In Section II, we look at the issue of trust in MANETs, with a particular emphasis on how trust is established in routing protocols. In Section III, we examine a number of threats posed to MANETs. In Section IV, we look at what happens when trust needs to be revoked and review a number of proposals for handling revocation in MANETs. Finally, we conclude with Section V.

II. TRUST AND REPUTATION

Trust models are an attempt to formalise trust definitions [1] and are often tied to the establishment of a Public Key Infrastructure (PKI) in MANETs [75]. For example, Hubaux, Butty’ an, and Capkun bootstrap trust relationships from Pretty Good Privacy (PGP) like certificates in [35]. In [2], Abdul-Rahman also propose a trust management and recommendation protocol built upon PGP. In [37], [38], [41], Jesang describes methods for computing authenticity based on certificates, key bindings, and on trust relationships in which an opinion and evidence driven models are used to represent trust. Kagal et al. give a security approach based on trust for pervasive computing [42] in which a security agent (fixed device) in each domain is responsible for trust management, authentication and authorization. A European project, SECURE [28], [66], presents trust and risk frameworks for enabling secure collaboration between ubiquitous computer systems. Establishing trust by physical contact between devices is presented in [67] and extended (to include the use of location-limited channels) in [7].

In addition to this work, the modelling of trust at the network layer has received much attention. Various authors have proposed methods for nodes to establish trust in one another. In this section we provide an overview of these proposals, many of which are designed to tackle the problem of packet forwarding selfishness using preventative and/or reactive measures. The solutions described below can be classed as follows:

- Routing protocol mechanisms,
- Currency systems, and
- Reputation systems.

A. Trust in Routing Protocols

Awerbuch et al. [6] requires that destination nodes receiving data packets respond to the originator node with a signed acknowledgement. This acknowledgement consists of the packet’s unique identifier, concatenated with the destination node’s address. If the number of unacknowledged packets exceeds a threshold, then a fault detection protocol is used, similar to the Secure Trace-route protocol proposed by Padmanabhan and Simon [59]. In any subsequent data packets the originator sends on the same route, it includes a ‘probe list’; this contains the addresses of the intermediate nodes from which the originator wants an acknowledgement, with the destination node’s address as the last entry. The list includes a HMAC which is recursively produced, each round using a secret key shared between the originator node and the intermediate node being ‘probed’ (this is a technique also known as ‘onion encryption’ [63]).

When a probed intermediate node receives the probe list, it decrypts a layer of the onion encryption and verifies the HMAC before forwarding the packet, so that the next intermediate node in the probe list can verify that it belongs to the list.

After forwarding a probe list, an intermediate node waits for an acknowledgement from the next node on the probe list. If one is not received with a specific timeout interval, then the node must initiate an acknowledgement chain by creating an acknowledgement. The timeouts are calculated in such a way that the last probed node which successfully receives the packet will always initiate the
acknowledgment chain. Thus, when the route is working, this will be the destination node. This acknowledgement chain is forwarded towards the originator node.

The originator node decrypts each layer of the final acknowledgement packet, verifying the HMAC within each layer to confirm that the corresponding intermediate node received the packet. The originator can use this probe protocol to perform a binary search by adding the intermediate node in the middle of the route to the probe list of successive data packets, halving the route being searched after every iteration. A faulty link is discovered when an expected acknowledgement is not received from an intermediate node at position \( i \) in the probe list, but an acknowledgement is received from the intermediate node at position \( i - 1 \).

B. Currency Systems

Currency systems have been proposed for use in ad hoc networks to create a form of ‘economy’ in which either, the nodes exchange tokens for forwarding each others’ packets, or the node owners themselves receive some form of gain. These systems require either a trusted security module in each node, or some kind of central authority. Both approaches are now discussed.

1) Using Nuglets: The most widely-cited currency-based scheme is due to Buttyán and Hubaux [14]. They introduce a currency called nuggets or nuglets, for which they propose two models: the Packet Purse Model and the Packet Trade Model. They have also suggested [15] an extension to the Packet Purse Model.

In the Packet Purse Model, an originator node loads its packet with a ‘purse’ of nuglets, so that intermediate nodes can boost their own stores of nuglets by forward the packet and taking nuglets in return for providing service. The Packet Trade Model creates a trading route, where intermediate nodes ‘buy’ packets to ‘sell’ to the next hop, except the next-hop of the originator node who receives the packet at no cost. The implementation of both models is similar, and thus we only discuss the Packet Purse Model.

The exchange of nuglets relies on a tamper-resistant security subsystem being present in every node, which runs the routing protocol and acts independently of the node to which it is connected. Whenever a node needs to send a packet, a request is sent to the security module which will respond with a ‘purse’, i.e. a data structure in the packet header, containing \( n \) of the nuglets from its supply, and data to identify the ‘purse’.

Each intermediate node will forward the packet if the number, \( p \), of nuglets left in the ‘purse’ is enough to satisfy the node’s cost of forwarding, \( c \), i.e. if \( p \geq c \).

If this is the case, then the intermediate node’s security module will compute a header for its owner to add to the packet. This header consists of the old ‘purse’ containing \( p \) nuglets, and a new ‘purse’ containing \( p - c \) nuglets. If there are enough nuglets in the new ‘purse’ to satisfy the next-hop node, then it will repeat the same process and forward the packet. The old ‘purse’ is included to act as a token for passive observation for the previous hop — if an acknowledgement is received then the security module will increase the nuglet counter for its owner. This gives an incentive for a node to forward a packet after it has been processed by its security module.

The security module also maintains and increments a ‘fine’ on a neighbour if it does not receive an acknowledgement. The ‘fine’ is attached to the ‘purse’ of the next packet which is sent to the neighbour. When the neighbour’s security module receives the packet, it will decrease its owner’s nuglet counter. This provides an additional incentive for a node to forward a packet, to ensure that the previous hop receives the passive acknowledgment.

In an extension to the Packet Purse Model (proposed in [15]), nuglets are not sent in a purse. Instead each security module maintains a nuglet counter for each of its owner’s neighbours, and the corresponding counter is increased when a forwarded packet is received from a neighbour. A protocol is periodically used by the security modules to update each others’ nuglet counters they hold for their owner. This removes the need for the acknowledgement and fining mechanisms in the original model.

2) The Sprite System: The Sprite system [74] makes use of a public key infrastructure to deal with the problem of selfishness in networks which use source route based routing. Each packet is sent with a digital signature computed on a hash of the packet payload, source route and sequence number. Each intermediate node receiving the packet can compute the same hash digest and store this along with the signature, sequence number and source route as a receipt for the packet. The scheme also requires four parameters \( x, y, z \) and \( a \), affecting payments made in various circumstances, to be chosen.

Nodes upload receipts to a Credit Clearance Service (CCS), a central authority which is available when the nodes are connected to the Internet. The CCS charges the sender \( x \) for every intermediate node for which the next-hop reports receipt of the packet, and \( y \) for every intermediate node which reports a receipt but for which the next-hop did not. These charges are transferred to the accounts of the various nodes. To prevent collusion in which the sender saves credit by providing external
payments to colluding intermediate nodes, the CCS charges the sender an extra $z$ if the destination does not report receipt of the message.

3) Other Proposals: Anderegg and Eidenbenz [3] propose a more accurate currency system in which nodes advertise the cost of forwarding. These costs are revealed during source route based route discovery, and nodes can select a lowest-cost route to send their packets. However, the issues surrounding currency systems, as discussed above, are still present.

The advertisement of node-specific forwarding costs is also used by a scheme proposed by Raghavan and Snoeren [62]. The key difference is that currency is not used to determine whether a packet is forwarded or dropped, but instead is used to gain priority forwarding. If a packet meets the cost advertised by an intermediate node, then the node can forward ‘paid’ packets prior to ‘unpaid’ packets. Passive observation is used to ensure that the next-hop adheres to the protocol. Unlike the previously discussed systems, this scheme does not place a node at the network boundary at a major disadvantage; that is, even if a node runs out of currency, it can still get its packets forwarded; instead such nodes will simply not be able to get priority service. Care must be taken to ensure that priority forwarding does not dominate normal forwarding to such an extent that it becomes a source of a denial of service. Unfortunately, no details are given about how the currency system is managed, so the related issues still remain.

C. Reputation Systems

Reputation systems have been proposed for use in ad hoc networks to address some of the threats arising from misbehaving network nodes. These mechanisms, explored in more detail in this section, are potentially of particular value in addressing the threats arising from selfish nodes. In the context of an ad hoc network, these mechanisms seek to dynamically assess the trustworthiness of neighbouring network nodes, with a view to excluding untrustworthy nodes. Although reputation can be seen as a particular trust metric there have been attempts to draw a distinction between the two. In [11], Buchegger et al. define reputation as representing how well a node behaves whilst a trust rating represents how honest a node is. Reputations are based on either direct or indirect evidence where direct implies first-hand interaction with a node while indirect is based on second-hand information coming from other nodes in the form of recommendations. A lot of recent research has been done to evaluate and manage reputation in mobile ad hoc networks, a survey of which can be found in [5].

The use of reputation systems in many different areas of information technology is increasing, not least because of their widely publicised use in online auctions and product reviews, see, for example, eBay and Amazon [65]. Mui et al. [57] give many examples of how reputation systems are used.

Reputation systems are used to decide who to trust, and to encourage trustworthy behaviour. Resnick and Zeckhauser [64] identify three goals for reputation systems:

1) To provide information to distinguish between a trustworthy principal and an untrustworthy principal,
2) To encourage principals to act in a trustworthy manner, and
3) To discourage untrustworthy principals from participating in the service which the reputation mechanism is present to protect.

Reputation systems can be managed either centrally or in a distributed manner [36]. As was the case for the discussion of currency systems in section II-B), we concentrate here on distributed reputation systems, which suit the properties of a stub ad hoc network. Reputation systems rely on principals monitoring sequences of transactions with other principals, and on communications between principals that are willing to take part in the reputation system. Each principal maintains a reputation value for some subset of the other principals in the system — these values can be shared between principals or they may be unique for each participant. The precise meaning of the reputation value, how it is calculated and updated, and how it is communicated between parties, are all system-dependent. However, it is generally true that this value is intended in some way to measure the trustworthiness of the principal, at least for the purposes of the system concerned.

One of the first proposals for a reputation-based scheme designed to address the problem of selfish nodes in ad hoc networks is due to Marti et al. [48]. While not presented as a reputation system, their solution incorporates the mechanisms used in such a system. Two widely cited reputation mechanisms for ad hoc network routing are the Cooperation Of Nodes: Fairness In Dynamic Ad-hoc NeTworks (CONFIDANT) protocol [9], [10], [11], [12], [13], and the Collaborative Reputation Mechanism (CORE) protocol [52], [53], [54], [55], which work in a similar way. The rest of this section uses these three schemes, along with some other less cited proposals, as examples in order to study the use of reputation systems to protect ad hoc networks.

1) The Watchdog and Pathrater Mechanisms: Marti et al. [48] were amongst the first to highlight the problem...
of non-forwarding behaviour in ad hoc networks. They proposed two mechanisms to deal with the issue of selfishness in an ad hoc network, namely the Watchdog and the Pathrater.

Like the DSR routing protocol, the Watchdog mechanism makes use of passive observations. Therefore, if a node maintains a buffer containing packets it has sent to a neighbouring node, then, using passive acknowledgments, the node can determine whether this neighbour has forwarded the packets. If a packet in the buffer remains unacknowledged for a certain period of time, i.e. it has not been forwarded, then a failure count for that neighbour is incremented. If the failure count exceeds a threshold, then the node sends a notification to the source of the packet identifying the selfish node.

The Pathrater mechanism operates only with source routing based protocols such as DSR, and is essentially a reputation system. A node assigns a null rating of 0.5 for each node connected to the network, derived from the source routes accumulated through route discovery. The ratings of nodes on actively used source routes are increased by 0.01 every 200 ms, up to a maximum of 0.8. When a link break occurs, the node upstream of the break can send a route error message back to the source. On receipt of a route error message, the ratings of the nodes downstream of the route error originator are decreased by 0.05, unless the rating is already 0 or less, in which case the rating is left unchanged. If a notification of selfishness is received about a node, then the rating of that node is assigned a value of –100. All negative ratings are either increased slowly, or reset to zero after a specific period of time, in order to allow a selfish node to recover. When a node has multiple paths to the same destination, it can calculate the mean average of the ratings of each path, in order to determine which path is most likely to offer successful delivery of traffic.

2) An Overview of CORE: Michiardi and Molva [52], [53], [54], [55] define an ad hoc network as a community which uses a common resource, in which each member must contribute. Any member not contributing will find their reputation worsening until they are gradually excluded from the operation of the network because of their bad reputation.

CORE defines two types of reputation, namely subjective and indirect, both of which are calculated for each function being observed. A node maintains the reputation of each neighbour node for each of a range of functional behaviours. The two types of reputation values are computed as follows:

- **Subjective Reputation** is based on local observations. If an observed behaviour matches the expected behavior, then the observation will be deemed positive; otherwise it is deemed negative. When updating a reputation value, greater weight is given to past behaviour than current behaviour; placing more weight on past observations prevents subjective reputation being influenced by sporadic behaviour. To be able to perform observations reliably is of extreme importance to the CORE scheme, and the authors have suggested the Watchdog mechanism based on promiscuous observation (see section II-C1). The expected result of the current operation is stored in a buffer until a matching observation is made. While the expected result is still present in the buffer, the reputation for the observed function is gradually decreased.

- **Indirect Reputation** information from other nodes can also be accepted. Only positive reputation values are used, to eliminate an attack in which a malicious node transmits negative reputation information to cause a denial of service.

For each function, the subjective and indirect reputations are combined to give a composite functional reputation, weighted in favour of the subjective reputation. All composite functional reputation values are combined to form an overall reputation value for a community member, weighted according to the importance of the function. For example, more weight will be given to data packet forwarding if it is deemed to be more important than forwarding control packets. A reputation value of 0 represents a neutral view, and this is assigned when there are not enough observations to make an accurate assessment of a node’s reputation. A node should refuse to provide any network services to a node for which it has calculated a negative overall reputation.

As discussed above, each node maintains a reputation table for each function being monitored. A function is seen as having a request phase and a reply phase. The reputation table contains the reputations of other nodes; each entry consists of a unique ID for the node, recent subjective observations, recent indirect observations and the composite reputation for the given function. There are three ways in which a reputation table entry can be updated:

1) In the first case, a node A requests a service from node B, but node B refuses to perform the service. As a result, node A decreases its perceived reputation of node B by adjusting B’s subjective reputation accordingly.
2) In the second case, some form of reply is sent containing a list of entities which have successfully cooperated to provide the service, all of which must have positive reputations. For example, for the function of forwarding packet in the DSR protocol, the authors suggest using an end-to-end acknowledgement which includes the reversed source route taken from the corresponding packet.

3) The final case is when reputations are gradually decreased if there is no interaction with the observed node. A node can refuse to cooperate when it is asked to perform a service by a node with a negative reputation.

3) An Overview of CONFIDANT: There are several versions of the CONFIDANT protocol [9], [10], [11], [12], [13], and we summarise the most recent version here. A study of older versions is given in [72].

As in the previous two systems, nodes using the CONFIDANT scheme rely on passive observation of all packets sent within a one-hop neighbourhood to detect non-forwarding behaviour. Each neighbour is initially allocated a null reputation value, and Bayesian theory is used to update the reputation values based on the node’s own observations. More emphasis is placed on recent behaviour, and past behaviour is weighted less every time the reputation is recalculated. If the reputation value for a node drops below a threshold value, then that node is deemed to be misbehaving. A node also periodically ‘fades’ the reputation values it stores, so that reputation values always tend back towards the threshold value used for misbehaving nodes.

A node periodically broadcasts the observations it has made for each of its neighbours. A node will reject a neighbour’s observations of another node if the neighbour’s observations differ from the node’s own perception by more than a deviation value \(d\). Of those received observations which do not differ by more than \(d\), the node incorporates them into its own corresponding calculation of the reputation value, weighted so that they do not significantly alter the node’s original calculation. In this case, the observations are weighted based on a trust value for the source of the message.

Trust values are maintained in a trust table. These values indicate how much the node can trust its neighbours to send accurate reputation information. If received reputation information corresponds to the node’s own view, then the node can increase the trust value of the source of the message. Otherwise, the trust value is decreased.

2It is not clear whether a node broadcasts direct observations of only its current neighbours, or of all neighbours encountered during the node’s lifetime.

CONFIDANT is designed to be used in conjunction with the DSR protocol. Nodes can rank routes according to the reputations of the intermediate nodes. All paths which contain a misbehaving node are deleted. Route requests and packets received from misbehaving nodes are dropped. It is unclear if all packets received from a misbehaving neighbour are dropped, or only those which are originated by a misbehaving node. A node marked as misbehaving must wait until its reputation ‘fades’ back above the threshold before its packets will be forwarded once more.

4) An Overview of SORI: The Secure and Objective Reputation-based Incentive (SORI) scheme [29], like CONFIDANT, restricts reputation reporting to the local 1-hop neighbourhood. Unlike the previous schemes, SORI concentrates solely on tackling non-forwarding behaviour.

Each node \(a\) calculates the reputation of each neighbour \(b\) as the ratio of the number of packets passively acknowledged by \(b\) to the number of packets sent to \(b\) for forwarding. Hence reputation values are always in the range \([0,1]\). The number of packets sent to the neighbour is also used as an estimation of a node’s confidence in the reputation value it has calculated, i.e. the more packets sent, the more accurate the ratio calculation will be as a representation of reputation.

Each node periodically updates the reputation and confidence values of each neighbour, broadcasting the pair if a significant change has occurred. Thus, each node \(a\) calculates an overall reputation value known as the overall evaluation record \(OER\(_a\)(b)\), for each neighbour \(b\), based on both its own observations and the observations received from its neighbours. As in the other schemes, the observations from neighbours are weighted: in SORI the neighbour’s reputation is used to weight the observations received from that neighbour.

If a neighbour’s overall reputation value drops below a threshold, then the node reacts by probabilistically dropping packets that the neighbour sends for forwarding. The probability \(p\) that node \(a\) drops a packet received from \(b\) is:

\[
p = \begin{cases} 
1 - OER\(_a\)(b) - \delta & \text{if } 1 - OER\(_a\)(b) > \delta \\
0 & \text{otherwise}
\end{cases}
\]

where \(\delta\) is a system parameter used to introduce a margin of error to represent packets dropped because of reasons other than selfishness.

Of all the reputation mechanisms studied, SORI is the only one to propose additional security mechanisms to provide origin authentication of reputation messages.
This is achieved using the TESLA broadcast authentication mechanism, as used in the Ariadne protocol [31].

5) Using a Reliability Index: Conti, Gregori and Maselli [19] suggest a scheme in which each node maintains a reliability index for each neighbour. When a node needs to choose a route, it can use the reliability index in one of two ways. The first approach is simply to use the next-hop with the highest reliability index. The second approach is to use the totality of the reliability indexes of all possible next-hops to select the next-hop for a particular packet in a probabilistic way. The latter enables a better distribution of traffic over all available next hops.

To maintain the reliability index, end-to-end acknowledgements are required for every packet sent. The reliability index for a neighbour is decreased if an end-to-end acknowledgement is not received within a specific time. Otherwise, the index is increased according to a smoothing factor, which determines what percentage of the new reliability index should be computed from the previous index, i.e. the smoothing factor determines the degree of influence of past behaviour. How the smoothing factor is chosen is not specified. It is not stated in [19], but it is presumably the case that a node maintains a table in order to match the received acknowledgements with expected behaviour. Encryption is suggested for communication between a pair of nodes to prevent masquerade attacks.

To encourage cooperation, each node uses the reliability index to probabilistically determine whether it should forward a packet on behalf of a neighbour. A low reliability index for a particular neighbour will result in a lower probability that packets received from that neighbour are forwarded. It is not clear whether the reliability index applies to all packets received from a neighbour, or only those originated by the neighbour. This could have a significant effect on the effectiveness of this solution, and is an issue which needs resolution if this scheme is to deployed.

6) Other Reputation Systems: The ‘Friend or Foe’ reputation system proposed by Miranda and Rodrigues [56] differs from the previously described schemes in that each node periodically floods a reputation message throughout the network. This message contains:

1) The set of nodes the originator is willing to provide service for, i.e. friends,
2) The set of nodes the originator is not willing to provide service for, i.e. foes, and
3) The set of nodes the originator knows has reported it as a foe, i.e. selfish.

This allows the network to correlate all reputation information, so that nodes can send packets via routes involving more friends.

Paul and Westhoff [61] propose mechanisms for securing the DSR protocol, one of which is a context inference scheme for deciding if reputation messages are truthful. Only if at least three messages have been received reporting a particular misbehaviour by a node will the reports be deemed to be an indication of true events. The messages must each contain a copy of the same packet which caused the report, and matching details of the misbehaviour. If only a single report is received, then this is deemed as misbehaviour by the originator of that report.

D. Applicability to general distributed scenarios

Each of the three classes of solution can be applied to general distributed systems. In all three cases there is a distinction to be made between ‘security’ and ‘trust’, which are prerequisites of each other. Each class of solution requires security to ensure that the created trust, or mistrust, can be itself be considered reliable; for example, non-repudiation and origin authentication are two services that would be necessary. In turn, these services require a security architecture that allows for key management, which in itself requires notions of ‘trust’.

An alternative view is taken by Jøsang et al. [40], who makes the distinction between the user and the provider. Conventional security, including authorisation and authentication, focuses on the provider and protection of resources. On the other hand, trust management is used by users when selecting between providers. In many cases, an imbalance exists in which the volume of research is weighted in favour of conventional security; the three classes of solution presented above are an attempt to address this imbalance for MANETs.

The ideas from the routing protocol mechanism (section II-A) can be developed to detect problems in a linear sequential workflow that are distributed amongst different entities (perhaps making use of services that are exclusive to a particular entity). Conventional auditing may be too resource intensive in some scenarios, and reactive probing may present a more efficient solution.

Currency systems rely on creating an economy, by introducing a virtual finite resource for trading. While this encourages trust to develop, in much the same way as real world economies nurture trust, it also creates a marketplace. This has benefits and disadvantages — the benefits of competition improve quality-of-service and the ‘value’ of trust, since any loss of trust means loss of potential earnings.

However, there are several issues that will determine whether or not a currency based trust system can
be considered. The method of determining whether a service has been correctly delivered must be robust. Additionally, a trusted authority is required either as an external third party or internal security module installed in all participating entities. Physical location and communication links could also be important; in all the currency systems reported above, nodes on the boundary of the ad hoc network will receive fewer packets to forward — certain entities could find themselves in a disadvantageous position to provide service, to receive currency, which could be a result of natural network convergence or active attacks on the system, or underlying communications networks. Finally, there is the problem of only providing enough service in order to make ends meet, and potentially encourages willful discrimination. This is a problem that is also common to reputation systems.

Of the reputation systems discussed in section II-C, CORE introduces a general model that can be applied to a variety of distributed systems. It is interesting to note that the systems focus on local reputation determined from local observations, rather than on global distributed values. This is mainly because two significant factors, highlighted by Yau and Mitchell [71]. Firstly, determining whether service has been delivered is much easier and resource efficient in the local neighbourhood. Secondly, unless the reputation systems themselves are secured, then they introduce additional vulnerabilities that can be exploited by malicious attackers. Global reputation calculations seem to be reliable only when the system which is being used it large, and a policing authority exists.

A final fundamental issue with all reputation systems is that they require time to establish and evolve trust relationships. In many situations, this requirement cannot be met: an ad hoc network, as a whole, can be temporary, as can the relationship between a pair of ad hoc network nodes. Furthermore, ephemeral relationships can also affect the ability for forgiveness, i.e. to repair trust. This is an area of research [46], [70] that requires more attention within MANETs.

III. THREATS TO AD HOC NETWORKS

The adversarial nature of environments in which MANETs may be expected to operate, place nodes at risk from a number of threats.

In a black-hole attack on routing protocols, an attacker attempts to interpose themselves in as many routing paths as possible by distributing forged routing information (claiming short distance to other nodes). This attracts traffic to the attack node who then drops packets in an attempt to disrupt network performance [34]. In a special case of a black-hole attack, an attacker may create a gray-hole in which it selectively drops some packets but not others, for example, by forwarding routing packets but not data packets.

In a worm-hole attack [32], an attacker records packets at one location in the network and (selectively) tunnels them to another location. For example, a wormhole attack would involve two distant nodes colluding to underrate their (hop) distance from each other by relaying packets along an out-of-band channel. Like a black-hole this will establish false routes and poses a risk to data aggregation, clustering protocols and location-based services.

A rushing attack [33] occurs against reactive (ondemand) routing protocols in which route request messages are propagated on a first-come-first-served basis. If route request messages that reach an attacker’s neighbours are those of the attacker, then any route discovered by an initiator will include the attacker.

A Sybil attack is one in which a malicious party claims multiple identities, all of which are controlled by the same entity [24], [58]. The ability to control an arbitrary fraction of the nodes in a network, allows a malicious adversary to effectively out-vote any honest nodes in collaborative tasks. It has been argued that in any peer-to-peer system without a centralised point of trust, such attacks on identity are endemic and can never be effectively combatted [24]. Node replication attacks [60] are the dual of the Sybil attack. By capturing a node an adversary can replicate that node’s identity and distribute it throughout the network. The result of this attack is that several nodes will share the same identity which can result in routing protocols being led astray.

A further attack on ad hoc networks has been examined in [68] and [45]. In a resource exhaustion (sleep deprivation) attack an adversary attempts to consume a nodes (limited) battery resource by continually sending messages to that node, forcing it to do work and preventing it from cycling into a power saving ‘sleep’ mode. Continued over a prolonged period, this attack can effectively remove a node from the network.

A overview of defences to the attacks outlined above can be found in [16]. However, like the various protocols outlined in Section II-A, each additional defence mechanism introduced to the network comes at a cost to network utility. Where possible, due care needs to be taken in deciding what attacks are practicable with such analysis possibly feeding into a larger risk calculation.
IV. PUNISHMENT

Revocation is perhaps the most serious outcome of any trust decision. Typically the decision to revoke it is based upon the premise that malicious behaviour is detectable and malicious nodes are identifiable. In Section II, we saw how reputation mechanisms have been used to locally revoke a node by ignoring that nodes requests. In this section we briefly look at proposed mechanisms that aim to globally remove a node from the network. In the MANET literature, revocation is typically tied to invalidating a node’s key material by informing other nodes in the network that they should no longer communicate with the owner of this key.

In [26], Eschenauer and Gligor propose a scheme in which a centralised base-station determines which keys are tied to a compromised node and instructs all nodes holding those keys to delete them. In [17], Chan et al. propose a distributed revocation mechanism where nodes sharing a pre-assigned pairwise key can vote to remove a misbehaving node. The use of certificate revocation list (CRL) as part of a larger PKI have been studied in [25], [27]. However, a dearth of research exists on issues concerning revocation and re-issuance/replacement of keys/certificates. Typically the issue of revocation is either not handled in the MANET literature or simply focuses on a particular revocation mechanism. The actual decision that goes into determining if a node should be revoked or not is often left to some undefined and largely unexamined policy “layer”. In this respect, terminating trust in a key through global revocation may be somewhat problematic in ad hoc networks.

A. Is Suicide the Answer?

The advent of practical identity-based public key cryptographic schemes has resulted in a number of proposals for using Identity-based Public Key Cryptography (ID-PKC) as the underlying key management infrastructure for Mobile Ad-hoc Networks (MANETs) [30], [49], [73]. However, while there isn’t the explicate need for certificate revocation found in traditional PKIs, ensuring validity periods for identifiers yields comparable implementation problems. Key revocation in ID-PKC requires revocation of a node’s identity, and, if this identity is one that is inexpedient to change, the problem is exacerbated. Typically this issue is addressed by the re-issuance of keys as originally suggested by Boneh and Franklin [8]. In this respect, key renewal is an important consideration in ID-PKC-based ad hoc networks. The frequency of renewal is an important parameter, as the higher the turnover, the less impact key compromise will have on the network and the more key revocation may become redundant [44]. Here expiry dates are included in deriving a node’s identifier, which avoids the need for a revocation mechanism.

However, there may still be a requirement for revoking a key prior to the date specified in an identifier. Hooper and Gong [30] introduce two ID-PKC schemes for MANET environments that attempt to address the key revocation/key renewal problem. The authors identify four parameters for revocation. Firstly, nodes should be able to revoke their own key, an approach they refer to as harakiri. Secondly, nodes should be able to revoke keys of suspicious or compromised nodes using an quorum-based accusation scheme. Thirdly, nodes should broadcast revocation information and finally, new nodes should receive a list of all previously revoked keys. Other schemes that rely on quorum-based voting for revocation include [22], [43]. However, many such voting schemes are vulnerable to Sybil attacks [23].

Clulow and Moore [18] and Anderson et al. [69] both introduce suicide schemes in which a node detecting malicious behaviour can instigate a suicide-bombing on the malicious node. Here instead of relying on a quorum-based decision, nodes can act unilaterally. A node commits suicide by broadcasting an instruction to remove the bad node and itself from the network. Such an approach has been shown to perform favourably in comparison to voting based protocols, however, this approach is based on the assumption that nodes value the network more than their own utility.

Current methods of global revocation pose a number of problems. Revocation introduces high communication overhead as revocation information is typically flooded throughout the network. Additionally, it is unclear under what circumstances a node should trust a message (from another node, or group of nodes) stating a node they have neither seen nor interacted with should be revoked? Finally, many of the mechanisms used to formulate a revocation message are vulnerable to abuse. In a threshold voting scheme, gangs of malicious nodes (whose number is greater than the threshold) can wander the network revoking nodes at will. In Moore et al.’s suicide scheme [69], as all nodes are created equal, “high-value” nodes may be removed by “low” value nodes unless one factors node valuations into the revocation decision. This may be difficult to do as node valuations may change dynamically in response to changes in topology.

V. CONCLUSIONS

A node joining a MANET must transition from potentially having no trust relationships to a situation in which it can obtain service. Typically, this begins with a
Lastly, for establishing key infrastructures that can adapt to some function in return for connectivity. Such reciprocity allows nodes to iteratively build trust with their neighbours. As we saw in Section II, trust establishment and maintenance mechanisms are relatively well understood and have been the focus of much work in recent years. However, less well studied aspects of trust, such as distrust, mistrust and untrust [47] have only received cursory examination.

This has been particularly true in reference to revocation. In general, instigating a revocation procedure comes as a result of detecting a destructive action in the network. Reacting to this detection, the goal of the detector is to excommunicate the node responsible for committing the (negative) action. However, detection mechanisms may rarely yield non-reputable evidence, as signing every message may be impractical. Additionally, distinguishing between a heavily loaded node forced to drop packets and a node which is actively being malicious is a non-trivial task and may require a large energy expenditure on the part of (multiple) nodes. Furthermore, it is important that nuisances of (mis)behaviour are taken into consideration when designing trust and reputation mechanisms. For example, selfishness is a rational response to attacks that aim to deplete an exhaustible resource, such behaviour may actually be desirable in protecting the resources of important nodes in the network.

The introduction of new mechanism to cope with threats typically introduces new attack vectors. Introducing a mechanism to cope with malicious behavior (assuming it can be defined and detected in the first place) introduces two problems. Firstly, detection is expensive and may rely on knowledge of MANET topology (which may be prone to frequent changes) as well as potentially introducing an unacceptable overhead. Secondly, as we saw in Section IV, it may also introduce new attack vectors. A MANET needs to be examined (either proactively, reactively or retroactively) as to whether to deploy a particular detection mechanism, possibly based in some larger risk calculation.

Finally, there has been much talk about the need for establishing key infrastructures that can adapt to the introduction of new coalition partners; however, the same has not been true of trust mechanisms. It may be unreasonable to assume that every node will share common trust/risk aggregation rules or that analysis of common events will result in the same conclusions being drawn. In this respect, trust mechanisms need to be designed so that they account for variance, and allow for multiple competing interpretations of an event to be easily composed into a single assessment.
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