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Abstract: In this paper we are investigating self-organizing, collaborative, energy-efficient sensor networks. This study is devoted to the security aspects of the project. Our contribution is three-fold: firstly, we present a survey, where we discuss the dominant issues of energy-security trade-off in the network protocol and key management design space. Secondly, we propose an assessment framework based on system profile, with which we have managed to carve out manageable design spaces from the seemingly infinite possibilities of ad hoc mobile wireless networks. Finally, we have benchmarked some well-known cryptographic algorithms in search for the best compromise in security and energy-efficiency, on a typical sensor node. Our preliminary investigations also cover an important parameter in the design space: the resource requirements of the symmetric key algorithms RC5 and TEA, AODV, DSR.

1. Introduction
The vision of ubiquitous computing requires the development of devices and technologies, which can be pervasive without being intrusive. The basic components of such a smart environment will be small nodes with sensing and wireless communications capabilities, able to organize flexibly into a network for data collection and delivery. Within this framework, the concept of sensor networks was born. It is useful to think of such networks as sensor-based ad hoc mobile wireless networks, which combine the characteristic of ad hoc mobile wireless networks (ad hoc networks in short) on the system level, with the characteristics of sensors on the component level. Instead of giving a precise definition of ad hoc networks [7], we believe it suffices to list three pivotal properties:
1. Ad hoc: The network set-up is possibly short-lived.
2. Mobile: The nodes are not attached to any fixed communications infrastructure as well as fixed energy supply.
3. Wireless: The nodes communicate wirelessly.
These three properties imply a series of constraints, and together with the constraints imposed by sensors, among which energy being the predominant, they form the basis of our security research. It is counter-productive to enforce the definition that sensor networks only consist of sensor nodes, because there is no reason why other types of devices should be disallowed from becoming a part of the network to communicate with the sensors.

In the literature, we find many proposals concerning the security requirements of ad hoc networks [15, 16,17]. In standard security, we are concerned with confidentiality, authentication, integrity, nonrepudiation, access control, availability, but in the context of ad hoc networks, satisfying all these requirements does not ensure the security of the system as a whole [5, 8, 9, 12, 14, 15]. The hardware and energy constraints of the sensors add to the difficulty [10, 17]. On the current research landscape, there is not yet a clear unifying pattern among most of the research results so far. We are motivated to put in order the field of security of ad hoc networks by surveying of the available results. Actually our contribution is three-fold:

1. Survey: We have done a broad survey of existing proposals in the area of communications protocols and key management architectures. We believe that targeting these two areas are sufficient to cover the security of the system as a whole, on both the low-level communications part and the high-level application part.
2. System profiles: We introduce system profiles as an effective means for assessing an application and categorizing the application according to its actual specification and requirements. Under this framework, we make it possible for architectural designs to relate to a set of fine-grained properties they should comply with, instead of a hypothetical and often arbitrary set of assumptions. By keeping one system profile in perspective at a time, this helps prevent oversight and underestimation.
3. Benchmarks: Our investigation extends to the benchmarking of some well-known cryptographic algorithms in search for the best compromise in security and energy-efficiency, on a typical sensor node.

The significance of our benchmarks is not so much theoretical, but practical such that it allows us to evaluate the applicability of current technologies and explore the subtleties of the resource limitation.

2. Security Protocol Design Space
In this section, we present a survey of the state-of-the-art in network protocols and key management, in the context of security and energy-efficiency. As a side note, the level of security achieved and the level of energy conserved are by nature contradictory. Therefore, while we do not always bring energy into the picture during the course of our discussion, we assume the fact that the more overhead a security protocol introduces, the more energy consuming the protocol is. We also assume that the conventional threat model in Figure 1 applies [5].

![Threat Model Diagram](image)

**Fig 1: Threat Model**

Before looking at the protocols proposed for ad hoc networks, the first point we want to address is what renders existing technologies such as Mobile IP inapplicable. Although Mobile IP can easily be extended to support ad hoc networking [3], the security mechanism of Mobile IP has to be supplemented by IPsec [13]. Unfortunately the effective implementation of the Public Key Infrastructure (PKI) required by IPsec, especially the distribution of public keys and certificates, still poses a major unsolved problem in sensor networks. Hansen [17] mentions the difficulty in interoperating Mobile IP, IPsec and firewalls. However the biggest reason actually lies in the fact that Mobile IP is a means for preserving the IP address of a mobile node in foreign networks, through the interplay between the foreign agents on the foreign networks and the home agent on its home network. Sensor networks in general do not impose such a requirement and therefore do not deserve such infrastructure and overhead.

Therefore there is a need to introduce new routing protocols. A lot of protocols have been proposed [15], among which the Ad hoc On-demand Distance Vector (AODV) protocol [7] and he Dynamic Source Routing (DSR) protocol [3] have recorded very good performance [9]. Unfortunately security issues arise with these protocols, because security features are not designed built-in. A number of “rescue efforts” have emerged as a result:

Most notably, Marti et al. [3] pioneer the idea of watchdog and path rater. Although the solution is far from perfect – its weaknesses being explained in the paper itself, it is nevertheless the first attempt at using collective evaluation at curbing the misbehavior of non-colluding nodes: every node implements a watchdog that, operating in promiscuous mode (which consumes a great amount of energy), constantly monitors the packet forwarding activities of its neighbors, and a path rater that rates the transmission reliability of all alternative routes to a particular destination node, according to the reports of the watchdog. Although proposed as a general mechanism for fortifying any general routing protocol, it is essentially only practical for source routing protocols. Collusion between malicious nodes remains an unsolved problem.

This line of investigation has been followed up. Michiardi et al. [5,6,7] go further by generalizing the rating mechanism. Now the neighbors of any single node collaborate in rating the node, according to how well the node executes the functions requested from it. The difficulty of this scheme lies in how an evaluating node is able to evaluate the result of a function executed by the evaluated node. Depending on the function executed, the evaluated node may be able to cheat easily. Or the result of the function may require significant overhead to be communicated to the evaluating node. If the requested function is simply forwarding packets, then the scheme faces similar difficulties faced by the watchdog mechanism. The problem with colluding nodes raises the usual concern. Despite the inadequacies, Michiardi [9] does strike a resonant chord on the importance of making “selfishness” pay. Selfishness is different from maliciousness in the sense that selfishness only aims at saving resources for the node itself by refusing to perform any function requested by the others, such as packet forwarding, and not at disrupting the flow of information in the network by intention. From this we can see that there are in fact two kinds of “badness”: maliciousness and selfishness. We agree with Michiardi that selfishness is not solvable by virtue of classical security alone.

Still along the same line of investigation are Buttyan etal. [8] and Blazevic et al. [5] who conceptualize the motivation for nodes not to be selfish as neglects, a sort of virtual currency. To insulate a node’s neglects from illegal manipulation, a tamper-resistant security module [3] storing all the relevant IDs, neglect counter and cryptographic materials (but not the code) is compulsory. The cross-certification architecture...
One attempt at trying to improve the performance of AODV at low load, by implementing path collection, failed [8]. The fact that DSR does not support multicast at the time of writing, while AODV does, compounds the difficulty further in choosing the better protocol. The good news is that the power-saving technique of Singh et al. [49] can be incorporated in any existing routing protocol. In sensor networks, energy is a more important metric than throughput.

3. Key Management

Leaving the domain of network protocols, the bulk of the remaining literature falls on key establishment. Carman et al. [10] has performed a broad survey of some important key establishment protocols from the perspective of energy efficiency. Through simulations and measurements, the survey concludes that there is currently no protocol that combines the best energy efficiency and security features. In other words, an optimal strategy would have to be a hybrid one that dynamically selects the appropriate sub-protocol, i.e. arbitrated, or pair wise, or group keying, depending on such factors as the availability of multicast, the distribution of remaining energy, the group size, the node density and so on. Basagni et al. [4] reason that since these sensor nodes, or pebbles, are so resource-constrained that only symmetric key cryptography is feasible, it is inevitable that clusters of nodes, or pebble nets, would have to share a symmetric key, and on a network wide level, all pebble nets would share a traffic encryption key.

Like SPINS, pebble nets use only symmetric cryptography. The disadvantage is that once a node is compromised, forward secrecy is broken; therefore tamper-resistance becomes crucial. Thus resurfaces our observation that cryptography alone is not enough. Coupling cryptography with a collaborative monitoring and evaluation scheme facilitates a second line of defense. The proposal of Zhou et al. [6] is actually intended to secure routing, but its key management service is of interest here. For authenticating routing messages, every packet is signed. The verification process depends on the key management service that is distributed over $t + 1$ servers among $n$ nodes, where $n > 3t + 1$, so that at most $t$ may be compromised, by the principle of threshold cryptography [4]. A key management server not only has to store its own key pair, but also the public keys of all the nodes in the network. The difficulty includes the storage requirement exerted on the servers which must calls for public key cryptography, which exerts a high demand on computing resources. The amount of overhead is also a concern.

Another line of thought can be traced to Yi [9], who proposes levels of protection as a negotiable metric in route discovery. In this way, a pair of nodes establishes a certain application-specific level of protection before any security sensitive traffic begins. As mentioned, the simple availability of cryptographic protection does not solve the basis of security problems. Security-awareness does not equal security-sufficiency.

SPINS (Security Protocols for Sensor Networks) is one exception where routing is an application of a security framework [4]. The main idea of SPINS is to demonstrate the feasibility of security with very limited computing resources, by using symmetric cryptography alone, without emphasis on general applicability. The target wireless network is homogeneous and static. A central base station acts as the only point of trust, i.e. all nodes only trust the base station and themselves. As a result, the routing model that can be facilitated by SPINS is fairly limited: route discovery depends solely on the detection of authenticated beacons broadcast by the base station. Node-to-node communication necessitates authentication via the base station. Hu et al. [2] Absorb the ideas of SPINS and came out with a hardened version of DSR called Ariadne. One of the requirements is that every node has to be able to generate an one-way key chain. Since the memory of a sensor node is limited, it cannot afford to generate a long key chain, and so has to spend a lot of time generating keys. By enforcing authenticity alone, Ariadne does not guard against attacks by multiple colluding nodes.

We conclude that there is currently no best candidate for the selection of routing protocols so far by the following observation. In terms of performance, there is no all-rounder. Broch et al. [6] discover that DSR outperforms AODV except in overhead byte count. Johanson et al. [2], using scenario-based analysis, and Das et al. [12] both conclude that AODV performs better than DSR at high load and high mobility, but poorer otherwise. The reasons for these results are: (1) the source routes of DSR, although enables routes to be discovered more efficiently, also incurs a higher cost in terms of overhead byte count; (2) AODV, with the use of routing tables, has an upper hand in response time though at the expense of overhead packet count. It is worth noting that the throughput of AODV and DSR are comparable in most cases.
potentially be specialized nodes in the network, and the overhead in signing and verifying routing message both in terms of computation and of communication.

Hubaux et al. [2] go a step further than Zhou, by requiring each node to maintain its own certificate repository. These repositories store the public certificates the node themselves issue, and a selected set of certificates issued by the others. The performance is defined by the probability that any node can obtain and verify the public key of any other user, using only the local certificate repositories of the two users. The dilemma is: too many certificates in a sensor node would easily exceed their capacity, yet too few might greatly impact the performance (as previously defined) of the entire network. For example: although the size of a certificate depends on many parameters, it is typically around 1KB. In the context of SPINS, 1KB is already more than 20% of the available 4500-byte code space. Depending on the size of the trusted graph size, the required number of stored certificates for acceptable performance easily exceeds 10.

Lastly, Zhang et al. [6] argue on the importance of intrusion detection for ad hoc networks, and propose an extension of ex-listing techniques to the ad hoc wireless case. We believe that the time is still too early to fingerprint anomalies in ad hoc networks when it is even unclear how an efficient protocol should behave. And since the scheme entails intrusion detection agents to be installed on every node, it is a resource expenditure that our current envisioned networks cannot afford.

4. Application Patterns

In the previous section, we reviewed a wide range of proposals in the design space of network protocols and key management. We observe that the results are loosely knitted. We also observe that it is impossible to formulate a single framework that fits all ad hoc networks. For example, while some architectures stipulate every node to be tamper-resistant (e.g. Terminodes [5]), some do not (e.g. SPINS). Some explicitly call for PKI (e.g. Terminodes), yet some explicitly avoid it (e.g. SPINS). Therefore, instead of attempting to provide a one-size-fits-all solution, we propose a unified assessment framework based on system profiles. In the next section, we will discuss how we use this framework as our starting point in the CREDITCARD project. The inspiration of system profiles comes from Sun’s Java TM 2 Platform, Micro Edition (J2ME) (http://java.sun.com/j2me). J2ME is the Java platform targeted at devices such as PDAs, cell phones, pagers and so on. The challenge is to put a Java Virtual Machine (JVM) and its associated libraries in every one of them.

One way is to pick the lowest common denominator. However then a PDA would become only as powerful as the lowest common denominator, from the point of view of Java. As a solution, Sun introduced the concept of configurations and profiles [5]. Currently there are two configurations: Connected Limited Device Configuration (CLDC) and Connected Device Configuration (CDC). CLDC targets resource constrained devices with typically a 16/32-bit processor, and 512 Kb or less memory available for the Java platform and applications; whereas CDC is for more powerful devices. The strategy of J2ME attests to the fact that one size does not fit all. We are adopting a similar profiling strategy. The only difference is what we are profiling is not the nodes themselves, but the applications. We believe such an approach is consistent with real-world industrial experience. We categorize different applications of ad hoc networks into different system profiles, each of which is defined by a set of Boolean critical system parameters. The following critical system parameters have been defined:

1. Data Confidentiality (DC) specifies the requirement for data confidentiality. Rationale: not all types of application require data confidentiality as part of their security requirements. A brute force approach of encrypting all data regardless of necessity does not necessarily provide the highest level of security, nor does it conserve energy.

2. Tamper Resistance (TR) specifies whether there is a need for tamper resistant hardware for protecting every node in the network. Rationale: to entrust a node with a key, we have to make sure the node itself does not betray us by divulging its key to unauthorized parties upon tampering. If not all nodes in the network can be made tamper-resistant, it is insufficient to rely on cryptography alone to ensure the integrity of any node, since any node can be tampered, with its keys compromised and its program modified. For such networks, cryptographic material cannot be kept at any node for any extended period, and supplementary security means are necessary. A way of protecting the keys embedded in the nodes is to implement Stajano’s reverse metempsychosis [5], i.e. when the node (duckling) is not in use, it is put to rest, with its keys reset (soul taken away), until the next...
time it is put to new use with another set of keys imprinted (resurrected). Another way is exploiting what Stajano [5] calls the “fraternal love among sibling ducklings”: when a node fails to detect the presence of at least n siblings for some time, it would refuse to work. In our case, if it fails to detect any sibling at all, it shall reset its keys.

3. Public Key Cryptographic Capability (PKCC) refers to the capability of any node in the network to perform public key cryptography. In general, processor speed is not always an issue; the deciding factor is the availability of sufficient RAM. Rationale: this parameter determines whether public key cryptographic technologies can be applied. Note however that the fact that this parameter is true does not guarantee that public key cryptography can be used extensively. It only indicates that the technology can be used. The degree of usage depends on the architectural design.

4. Rich Uncles (RU) refers to the availability of Rich Uncle nodes, which are resourceful nodes, both in terms of computing resources and energy, that are suitable for the role of certification authorities, for example in the Rich Uncle Protocols [10]. These nodes might be floating or might be gateways to some external wired networks. If all nodes are equally “rich” (i.e. the network is homogeneous), we may assume that either every node can be a Rich Uncle or no node can be a Rich Uncle to avoid an unbalanced distribution of energy. Rationale: their existence confirms the possibilities of relegateing resource-intensive tasks and assigning important security roles to them, thereby facilitating the use of certain hierarchical architectures and public key cryptography.

It does no harm to stress that mobility is not a parameter because it is obviously always true. This selection of parameters s not meant to be exhaustive or definitive and yet we find it an unambiguous way of categorizing the types of system we know so far. Therefore in our definition, there are 16 kinds of system profiles. We give a system profile an ID, called SPID, according to the value of: \( DC + (TR) + (PKCC) + (RU) \), where a parameter takes on a value of 1 if it is true, or 0 if it s false (recall that all parameters are Boolean). Below is a few examples of how we can classify some typical ad hoc network systems (we do not want to limit our perspective to sensor networks just yet):

<table>
<thead>
<tr>
<th>Parameter</th>
<th>DC</th>
<th>TR</th>
<th>PKCC</th>
<th>RU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>F</td>
</tr>
<tr>
<td>Spid</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Battlefield interpersonal communication is as illustrated in [6] a scenario where telecommunication devices, carried by vehicles and soldiers, communicate in an ad hoc fashion without the need as well as danger for using a base station. The requirement for Data Confidentiality and Tamper Resistance is obvious. The assumption for Public Key Cryptographic Capability can also be justified, even though Rich Uncles may not be as readily assumed.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>DC</th>
<th>TR</th>
<th>PKCC</th>
<th>RU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>T</td>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>Spid</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Battlefield sensor surveillance is the class of applications in which minute wireless sensors are dispatched in military zones for critical surveillance [6][3] Cites the use of chemical sensors, broad-spectrum acoustic sensors, seismic sensors, video sensors, imaging sensors etc. Signals Intelligence data are meant to be gathered from Unmanned Aerial Vehicles (UAVs) and relayed to the forward operating base for analysis and correlation. Because of the low cost and disposable design of sensor nodes, Tamper Resistance, Public Key Cryptographic Capability and Rich Uncles cannot be assumed.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>DC</th>
<th>TR</th>
<th>PKCC</th>
<th>RU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>T</td>
<td>F</td>
<td>T</td>
<td>F</td>
</tr>
<tr>
<td>Spid</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

SPINS-type sensor networks refer to networks of sensors connected to a single base station. The presence of the base station immediately
guarantees the existence of a Rich Uncle. The rest of the parameters go without saying. Of course, we lack experience in military applications to be able to profile them accurately, but this is meant to demonstrate how widely different applications can be profiled – in fact they all have different SPID’s. System profile is a means of classification and assessment, it does not dictate what architecture should be adopted for which particular profile.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>DC</th>
<th>TR</th>
<th>PKCC</th>
<th>RU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>T</td>
<td>F</td>
<td>F</td>
<td>T</td>
</tr>
<tr>
<td>Spid</td>
<td>13</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5. Security in CREDITCARD

In this section, we demonstrate where the CREDITCARD architecture fits in the assessment framework of system profiles. We start by profiling the CREDITCARD project prototype, citing possible usage scenarios. We then explore some design issues and explain how the associated design decisions are made. We conclude this section with some benchmark results that we think are crucial to an energy-efficient implementation strategy.

5.1 System Outline

In the CREDITCARD project, we envision our prototype to be an application of sensor networks for intelligent buildings. The context in discussion consists of an office building, the employees working in the building and the extensive network of sensors that runs through the building. We call the device that allows an employee to interact with the sensor network a dev CREDITCARD. The form of a dev CREDITCARD is not limited: it can be a laptop with a wireless card, a wireless PDA, a mobile phone, an electronic badge with RF capability, or even some fancy pendant with an embedded wireless chip. The sensors are meant to collaborate to achieve some desired functions. Often in the course of performing such functions, privacy and security-sensitive data are transmitted, so Data Confidentiality is to be upheld. For the reason of cost, Tamper Resistance is not assumed. We expect our node to have Public Key Cryptographic Capability because each sensor will carry a 1MB serial RAM, which is large enough for the purpose. We also do not want to rule out the possibilities of Rich Uncles, since the office environment is largely under our control.

A non-exhaustive list of usage scenarios might be:
(1) remote control: on entering the office building, Alice the Manager would have her office computer automatically switched on, through Intel’s Wired for Management (WiM) Preboot execution Environment (PXE) [2]; (2) access control: standing in front of the door alone, and possibly with the help of biometric authentication [17], Alice is able to authenticate herself to the door and be allowed into her office; (3) crime detection: dev CREDITCARD in the form of vcc can be attached to expensive office equipments, so that when the equipments trespass their respective allowed perimeter, alarms would be activated, and their location pinpointed; (4) suspicious behavior detection: sensors detecting suspicious behaviors [6] may alert the security personnel’s; (5) comfort adjustment: sensors in a room may detect the amount of lighting, airflow, temperature, or even monitor anxiety level and heartbeat of the occupants, in order to adjust the comfort level of the room in collaboration, possibly with a say from the occupants’ dev CREDITCARD; (6) disaster alarm: fire, earthquake, chemical sensors distributed throughout the building can detect anomalies and warn occupants through alarms and their dev CREDITCARD.

Thus a more proper model should allow paths to be formed dynamically depending on circumstantial priorities and constraints (especially energy). To be specific, we imagine a sea of sensors, some of which mobile and some static, peppered with tiny islands of relatively resource-rich devices. Pebbles provide a hint on how to lay down a structure on such sensor sea, but if the size of clusters is too small, cluster-join and cluster-leave messages would overwhelm the traffic, assuming some nodes are mobile for a long period of time. So far an efficient architecture has yet to be worked out. A final note about a non-assumption: bidirectional connectivity. Researchers tend to argue that since IEEE 802.11 requires links to be bidirectional, they have “no choice” but to go along with the assumption. In
fact, links become unidirectional due to differing propagation patterns, or sources of interference [9]. In other circumstances, e.g. military applications, uni-directional connectivity can be due to necessity, environmental jamming, or adversarial jamming [10]. The reason we mention bidirectional connectivity in the context of security is that some security schemes (e.g. Ariadne) require bidirectional connectivity. We then know what to rule out when we design our security architecture.

6. Benchmarks of Cryptographic Algorithms

Cryptographic algorithms are the bedrock of security services but they put a toll on computing resources, therefore it is important to select the algorithms which can provide the best level of security through the most energy-efficient means. For this matter, we have assessed the deploy ability of a few symmetric key algorithms through benchmarking. In particular, we have tested RC5 [4] and Tiny Encryption Algorithm (TEA) [8] on our targeted platform. They are chosen because, unlike heavy weight protocols such as AES [11], KASUMI [1] etc., they do not use multiplication and large tables. Below, we give the details of our hardware platform and development environment.

The processor can operate in 4 low-power modes and 1 active mode. In the active mode, the current is 420\,\mu\text{A} when the voltage is 3\,V at a frequency of 1\,MHz, which means that the energy per instruction cycle is 0.5292\,pJ. The transceiver is a RF Monolithics’ 868.35MHz TR1001 [2]. If energy is provided by Energizer’s lithium/manganese dioxide battery CR2450 [14], (average service capacity of 575mAh), the sensor would last for at most 2.7 days if the microcontroller constantly operates in active mode, and the transceiver operates in transmit mode for half of the time, receive mode for the other half of the time. The available energy is indeed very limited. The following is a comparison of the sensor node used in CREDITCARD with that used in SPINS.

<table>
<thead>
<tr>
<th>Implementation</th>
<th>Optimization</th>
<th>Code size in bytes</th>
</tr>
</thead>
<tbody>
<tr>
<td>RC5</td>
<td>No Size Speed</td>
<td>746 646 500</td>
</tr>
<tr>
<td>RC5 (Reference)</td>
<td>No Size Speed</td>
<td>682 612 656</td>
</tr>
<tr>
<td>TEA</td>
<td>No Size Speed</td>
<td>868 798 912</td>
</tr>
</tbody>
</table>

Measurements of Code Size

It is interesting to note that the effect of the compiler is when using maximum speed optimization; the code size obtained is even smaller than that of the unoptimized Secondly, different coding styles result in different code size. Lastly, both implementations of RC5 clearly have a smaller code size than TEA. These results of RC5 here are smaller than SPINS’ because, as mentioned, CTR mode is not used.

<table>
<thead>
<tr>
<th>Implementation</th>
<th>Satai</th>
<th>Automatic</th>
<th>Key Setup</th>
<th>Encryption</th>
<th>Decryption</th>
</tr>
</thead>
<tbody>
<tr>
<td>RC5 (Reference)</td>
<td>52</td>
<td>32</td>
<td>16</td>
<td>16</td>
<td></td>
</tr>
</tbody>
</table>
Evaluation of static and automatic variable

For RAM size, we consider data memory that is allocated statically (for static variables) as well as allocated on the stack (for automatic variables). Currently we do not use dynamic memory allocation and deallocation. We do not consider the memory for the plaintext and cipher text. The sizes are evaluated by inspecting the source code. Actually TEA does not require any key setup, however to present a uniform API to every implementation, we copy the key from the function argument into a static storage in the “artificial” key setup phase of TEA. Finally it can observe that TEA uses less memory (static and automatic) than RC5 does because RC5 uses an expanded key table while TEA does not. Assuming key setup is done very infrequently, the energy cost is dominated by the cost of encryption and decryption. Table 9 shows that TEA consumes the lowest amount of energy, followed by the reference implementation of RC5 and Schneier’s implementation of RC5 (in the same class of optimization), exactly the opposite order of code sizes, thus presenting a typical size versus energy cost trade-off. To minimize both code size and energy, we seek the implementation that gives the lowest value in the energy-code-size product. Note that the energy value used in this product is the energy for encryption and decryption and key setup, and the code size is the total code size. This turns out to be the speed-optimized version of TEA. One final remark: although we do acknowledge that fact that due to their simplicity, the algorithms can be coded in assembly language for better results, we do not want to overdo it at this stage.

Apart from RC5 and TEA, we are interested in benchmarking more symmetric key algorithms, especially TREYFER [6] and VINO [4]. Apart from symmetric key algorithms, we also plan to investigate some public key algorithms: ECC (http://www.certicom.com), XTR [12] and NTRU 17]. RSA is ruled out because of its poor performance on low-end devices [7].

**Conclusion:**

From our survey, we have identified the need for a secure energy efficient data link layer protocol, and a secure energy-efficient routing protocol. The prevalent approach is to patch existing protocols with security features, but we suspect that an integrated design would be more robust, as suggested by [9]. Also, by virtue of selfishness, a brute force cryptographic framework is incapable of solving the whole problem. A framework in which multiple nodes can collaborate to evaluate the reliability of a node offers a resilient approach to isolating misconducting members. Realizing that one size does not fit all, we have introduced a unified assessment framework based on the notion of system profiles, not only to remind ourselves of the valid set of assumptions and requirements, but also to allow ourselves to concentrate on one profile at a time. Our research exercise has testified it to be a useful tool in assessing ad hoc networks. Lastly, it has to be emphasized that security architecture alone is not a panacea to all possible means of subversion. For example, if a set of nodes is entirely surrounded by misbehaving nodes within their transmission range, whether colluding or not, the only possible means for them to come out of the siege is to roam to a friendlier and safer neighborhood. If the besieged nodes are static, the territory is lost.
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